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After successful running during Phase II of the MTCC, the collected data are being analysed and the focus of the EMU effort has returned to preparations for lowering the +endcap disks and installation and re-installation of components in the cavern. The first endcap disk (YE+3) was scheduled to be lowered on 30 November. The next two (YE+2 and +1) are planned to be underground before Christmas.

Mini-cable chains

To provide the necessary connections between the various endcap stations in order for them to be read out and to supply services, cables must be routed through flexible channels that connect the first and second (YE1 and 2) and the first and third (YE1 and 3) endcap disks. These channels, called “mini-cable chains,” will roll up similar to tank treads when the disks are moved. They connect the service towers of their respective disks at either 1/3 or 2/3 of the towers’ height.

During a test in September, a sample mini-cable chain was temporarily installed between endcap towers by using the crane and a jury-rigged installation fixture made with parts found around SX5. This test proved the efficacy of the fixture’s design, so it was finalized and produced. We are confident that we will be able to install the required 8 mini-cable chains in the underground cavern.

Damage control

As reported in the September Bulletin, during the opening of CMS after MTCC Phase I, 6 dowel pins (approx. 15 kg each) from 2 endcap disks were pulled out magnetically and fell up to 10 m, apparently damaging some CSCs. The CSCs turned out to function normally in spite of the dents in the shielding, and the dowel pins have been replaced and welded into place.

During the opening and closing of the disks during MTCC Phase 1, 9 z-sensors and 2 DCOPS-sensors were damaged. When CMS was opened between MTCC 1 and 2, these were repaired.

Alignment lasers for YE2 and 3 were found to be in conflict with the green stairway structure around the endcap disks because the purchased lasers were longer than the original design and the stairway structure has a radius smaller than design due to improper shimming. This conflict was resolved straightforwardly by cutting notches in the steel stairway structure. 

Recently we exchanged ME+3/2/28 with a spare because it could not hold high voltage. This type of quality control with multiple testing of chambers over time, which is an essential part of our commissioning effort, will ensure that the best possible endcap muon system will be lowered into the underground cavern (where, of course, our commissioning efforts will be repeated for each chamber).
MTCC
After the first phase of the MTCC a number of issues were identified which were quickly followed up before the start of the second phase. The Low Voltage system was rearranged and a third Maraton unit alleviated the load on the other two units allowing all 36 chambers to participate again. Some of the strain reliefs for the ME1/1 chambers were replaced with non-magnetic materials. And, a firmware issue on the Anode trigger primitive electronics (ALCT) got identified and resolved. The focus for Phase 2 was two-fold: stable running for extended periods of time during which the CSCs actively participate in the global trigger decision, and verification of the trigger path from CSC TrackFinder all the way up to the Global Muon Trigger, Global Trigger and back to the CSC Front-ends. Throughout most of the Field Mapping campaign the CSC detector was operated in a 24/7 mode by non-expert shift crews.
 In parallel to the regular data taking at the various field settings a consorted and very succesful effort was taken in fine tuning the internal timing of the chambers as well as the synchronization between chambers and getting the DT TrackFinder in line with the CSC TrackFinder.

 While the first disk has already been lowered into the cavern and the second disk is up next, the CSC group is preparing to continue its SliceTest operations on the surface. A scaled-down set-up on the minus endcap will provide a live environment which will allow experts to continue taking cosmics data, verify firmware, and test software until services are sufficiently available underground. 

