CSC  Quarterly Report, July 2009
Much work has gone on in order to be ready for beam and physics quality data.  By June, the replacement of HV resistors for the HV distributions system had been completed.  Also, new CANBus cables were put in place and will become operational in July.  There were a variety of minor hardware problems that had not been repaired due to lack of access but by the end of the quarter repairs to the higher priority and accessible components have been made.

[image: image1.emf]
The above display shows the occupancy of reconstructed hits in the CSC system.  In order to make an entry in the display, the full hardware and software chains for the detector elements must be working.  While there are a few small regions that are not working, over 99% of the system is working and ready to take physics quality data.

In June the CSC system began operating 24 hours a day, 7 days a week.  The greater the exposure of the system to operation before beam, the greater the opportunity to find problems and fix them with the goal of having the most robust system possible when physics running begins.   This also allowed us to exercise our shift taking mechanisms which appear to have been running smoothly.  The basic elements are the shifters who monitor the system. When a problem arises they call the CSC Expert Operator (CEO).  The CEO position his held one week at a time and is usually a graduate student who has significant experience operating the detector.  The CEO will either solve the problem or identify the correct system expert to call.  System experts are on-call 24/7 for each of the systems in the CSC detectors.  For example, Low Voltage, DCS control, High Voltage, Run Control, data quality monitoring and so on.  The efforts of shifters and CEO’’s is coordinated by the CSC Operations Manager (currently Richard Breedon of UC Davis).

During this time, many improvements have been made to the online software systems to make them more robust. Improvements are underway on the user interfaces so that non-expert shifters can more easily operate the detector.  Data Quality is monitored both online and offline.   For example the display on the previous page is an offline monitoring display which is now created automatically and reviewed by assigned personnel.  Likewise there are detailed online plots to monitor the detector.  During the just completed quarter, the endcap muon trigger online monitoring efforts where merged with the detector efforts, resulting in a more coherent monitoring package.
The offline monitoring information is produced by the detector performance group. This group has also been studying efficiencies and resolutions in the CSC system.  For example, using data taken during the CRAFT run last fall, it has measured the resolution of our ME2/1 chambers is close to the design value.   Studies for other chamber types are underway as are studies of various other aspects of performance.

